Summary applies to quantitative studies only!

Statistics with confidence:
· Statistics are widely used in the health sciences because they provide us with: 
(1) numbers - an unambiguous language understood by everybody worldwide in the same way; and 
(2) tools to measure the uncertainty (that is the random error) present when inferring from a sample to the wider target population.
· The correct choice of an appropriate statistical method to present and analyse the data is dependent on the type(s) of the variable(s) involved. The main differentiation is between categorical and numerical data.

· Descriptive statistics for categorical variables usually simply describe the frequency of each category in percentages. Numerical variables are summarised using a measure of central tendency together with a measure of dispersion. Mean and standard deviation are used when the distribution of the numerical data is convex and symmetrical. If the distribution of numerical data is convex but skewed or there are too few observations to assess the distribution, then median and inter-quartiles are used for descriptive purposes.
· Inferential statistics allow us to assess the random error involved when generalising from a sample to the target population.

· A 95% confidence interval of a parameter, such as a mean or relative risk, implies that we are 95% confident that the true yet unknown parameter in the target population lies within this interval.

· If the sample size is increased while everything else remains unchanged, the width of a confidence interval decreases, that is, the precision of the statement improves.

· A statistical test is a decision making tool. It is used to confirm or reject a research hypothesis. A statistical test judges how likely it is that an observed difference between groups, or an association between characteristics, is due to random error (chance) alone. A statistical test is based on data from a sample, but delivers inferences about the target population.

· The result of a statistical hypothesis test is called a “p-value”. The p-value gives the probability that the observed difference or an even larger difference is attributable to chance alone, given that in the target population there is really no difference. A p-value below 0.05 is considered as statistically significant. Statistical significance does not necessarily imply clinical relevance!

· During the conduct of a statistical test two types of errors can occur: (1) Alpha error (α; type I error) and (2) Beta error (ß; type II error). Type I error occurs if a statistical test falsely identifies a difference between groups as significant (but in reality there is no difference in the target population). Type II error occurs when a test fails to identify a difference as significant when the difference exists in the target population. Alpha error is measured by the statistical test via the p-value. Beta error can only be controlled by a pre-defined quantified research hypothesis and a corresponding appropriate sample size calculation.

· The choice of the correct statistical test group for a specific bivariate (two variables) test situation is dependent on the type(s) of the two variables involved. To come to an unambiguous decision for a specific test procedure, more detailed test-group specific differentiations are necessary.

· For many study situations bivariate statistical tests are insufficient because several study factors are assessed simultaneously and / or because potential confounding is involved in the analysis. 

· The choice of an appropriate multivariable model is primarily determined by the type of the outcome variable.

